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Move From Talk to Action on  
Diversity, Equity & Inclusion 

“ACT” Now Notes 

A Areas of Surprise & Aha’s  

 

 

 

 

 

 

 

 

 

C Concepts and Concrete Issues that Can be Addressed   

(see pages 2-3) 

 

 

 

T Transfer Aha’s and Concepts into Actionable Changes  

Individual Action Plan (actions will you take to identify and interrupt your implicit biases): 

1. 

 

2. 

 

3. 
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Cognitive Bias How Does the Bias  
Show Up? 

Bias Busters 

Illusion of Objectivity – 
we think we can be objec-
tive and control bias but 
that’s an illusion; this type 
of bias keeps us from fully 
acknowledging our biases 

  Actively doubt your objectivity; remind your-
self that you have unintentional uncon-
scious biases 

Take one or more Implicit Association Tests 
to discover any implicit biases – 
www.projectimplicit.org. 

Affinity – you gravitate 
toward and form deeper 
trust relationships with 
people who are more like 
you and who share similar 
interests and backgrounds 

 

 

  Find something you have in common with 
every colleague 

Reach out to anyone who is feeling like an 
outsider 

Make sure you don’t help foster hidden bar-
riers by overinvesting in a few people in 
your affinity group; share intangible op-
portunities with everyone 

Attribution – used to infer 
causes of events and be-
haviors; you judge your in-
group as individuals, giving 
them the benefit of the 
doubt while you judge peo-
ple in your out-groups by 
group stereotypes 

  Notice when you give some people second 
chances or the benefit of the doubt and 
extend that privilege to everyone equally 

Notice when group stereotypes pop up in 
your thinking and challenge their validity 

Ask yourself if you would make the same 
decision if it involved someone in a dif-
ferent group 

Availability Bias - top of 

mind – estimating what’s 

more likely based on avail-

ability in memory 

 

  When considering someone for a work as-
signment, promotion or recognition, look 
at the entire list of people so you don’t 
forget anyone 

Anchoring – an initial val-
uation influences a later 
valuation 

 

  In setting bonuses or pay raises, or even 
performance ratings, don’t expose your-
self to past numbers so they don’t influ-
ence your decision 

Confirmation – you pay 
attention to information 
that confirms your beliefs 
and disregard contrary in-
formation 

  Consistently seek out disconfirming infor-
mation 

Appoint a rotating “devil’s advocate” on 
teams whose job it is to bring forth con-
trary information to help pressure-test 
ideas 

Make it safe for people to offer contrary in-
formation 

Addressing Unconscious Bias 
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10 Hidden Barriers That Increase Attrition Rates,  
Especially for People in Already Underrepresented Groups: 

Interrupt Unconscious Bias 

General Tactics: 

• Remind yourself about the impacts of implicit bias 

• Slow down decision-making 

• De-stress—engage in mindfulness and meditation techniques 

• Add structure to processes 

• Embed bias-busters 

• Add in oversight/accountability measures 

 

•  

Hidden Barrier How Can This Hidden Barrier Be Eliminated? 

Networking 
  

  

Insider  
information 

    

Work  
assignments 

  

Mentoring & 
sponsors 

    

Training &  
development 

    

Client or  
customer  
contact 

    

  

Access to  
decision-
makers 

    

  

Social isolation   

Inadequate  
feedback 

  

Promotions/  
succession 

  

Addressing Unconscious Bias 
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Interrupt Unconscious Bias 

 

Specific Research-Based Tactics (see the strategies worksheet): 

• Awareness 

• Implicit Association Test—which tests will you take? 

• Surprise-when have you been surprised? Why? 

• Discomfort—when have you felt uncomfortable? Why? 

• Behavior Changes 

• Cross-difference relationships 

• Engage in different cultural events 

• Challenge stereotypes—say no to stereotypes and yes to counter-stereotypes 

• Focus on being fair and unbiased 

• Challenge judgments that pop into your mind 

• Find something in common with the other person 

• Get others’ perspectives by asking, not imagining what they are 

• Audit decisions for affinity bias 

• Appoint a bias Interruptive to call out bias in meetings 

• Mentors & sponsors 

• DEI competencies 
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Unconscious Bias in the Legal Profession:  
Strategies for Uncovering and Interrupting Bias 

 

Research shows that we all have unconscious bias; it is part of our human condition. But research 
also shows that exercising your “ABS” – (1) Awareness, (2) Behavior change, and (3) Structural 
change -- can interrupt and measurably reduce implicit or unconscious bias. You have learned to be 
biased from a wide variety of sources; you can unlearn these biases – but only by engaging in the 
following actions. 
 

AWARENESS 
 

Interrupting bias begins with awareness. Most people recognize that they have some measure of 
conscious bias for or against other groups – positive or negative attitudes and stereotypes -- that they 
can either hide or express, given the context. What few people realize is that everyone has unconscious 
or implicit bias – attitudes and stereotypes that the conscious mind is not even aware of, let alone able 
to control. Our unconscious is highly permeable and soaks up information, including stereotypes, from 
a variety of sources without our conscious awareness or permission. Those stereotypes can 
unintentionally influence our behaviors. 
 

Review the following intervention strategies and list the action steps you will take to interrupt your 
unconscious biases: 
 

Awareness - Intervention Strategies Action Steps 
1. Take one or more implicit bias tests offered online at no cost at a 

website sponsored by Harvard University that measures reaction 
times and associations – https://implicit.harvard.edu/implicit/. 

2. Keep a “Surprise Journal” – track your surprises – assumptions 
made or expectations you have about another person or group 
that turned out to be wrong. The gap between your expectation 
(stereotype) and reality opens a window into the unconscious 
and reveals where you may harbor implicit bias. 

3. Pay attention to discomfort with people in different social identity 
groups. This can reveal your unconscious biases as well. 

4. Observe your first thoughts when interacting with others. 
Sometimes unconscious attitudes make their way into our 
conscious mind but we don’t pay attention to them at the time. 
Once you start paying attention, you can be more aware of areas 
where you may have unintentional biases. As you walk through a 
crowd, notice who you “trigger” on - who your attention is drawn 
to automatically. Then pay attention to whether there is a 
judgment that follows automatically. If a stereotype pops up, 
challenge its validity. 

5. Determine which of your social identities are not salient (you 
don’t think about them on a daily basis or view the world through 
those identities).  Those “blind spots” can cause you to make 
unintentional mistakes in decision-making. Intentionally looking 
into those blind spots can also reveal hidden biases. 

 

 
  

http://www.kathleennaltyconsulting.com/
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BEHAVIOR CHANGE 
 

Once you are aware of areas of implicit bias, you can break the potential link between the bias and your 
behaviors. You might not be able to completely eliminate unconscious biases but you can engage in 
bias-breaking activities that will help keep them from influencing your decisions and behaviors. 
 

Behavior Change - Intervention Strategies Action Steps 
1. Actively doubt your objectivity 

• Research shows that people who claim they are objective 
are actually more biased compared to those who doubt 
their objectivity and work to interrupt bias. 

• Flip it to Test: Take the time to review your decisions 
(especially those related to talent management) and search 
for indicia of bias. Ask if your decision would be different if it 
involved a person from a different social identity group. 

• Slow down decision-making so your conscious mind is also 
engaged. Pause before you make a final decision. Question 
your assumptions and first impressions. Ask others for 
feedback to check your thought processes.  

• Justifying decisions in writing helps reveal and interrupt any 
biases. 

• Don’t buy in to the popular notion that you should be “color 
blind” or “gender blind.” You do see and react to visible 
differences on an unconscious level, even if you 
consciously believe you don’t. Research demonstrates that 
believing you are “color/gender/age blind” actually makes 
you more biased. The better course is to acknowledge 
people’s differences and work to ensure those differences 
aren’t impacting you, consciously or unconsciously, in 
decision-making or your behaviors. 

2. Increase your motivation to be objective and fair 

• Research shows that people who are more motivated to be 
fair are less biased. Studies show that intentionally 
activating the part of your brain that seeks to be fair – the 
rostral anterior cingulate cortex (rACC) - helps reduce bias. 

3. Actively reject stereotypes 

• When a stereotype pops up in your thinking, actively reject 
it and say “no” or – even better – “that’s wrong” – in order to 
re-script your implicit associations. 

• Decrease exposure to stereotypes. Change the channel or 
website page if material features stereotypes. 

4. Expose yourself to counter-stereotypic examples 

• Notice when someone or something triggers a stereotype in 
your mind and actively oppose it by thinking of a counter-
stereotype in that situation.  

• Develop relationships with people who are different – cross-
difference friendships, work relationships, mentor/sponsor 
relationships, etc. 

• Regularly expose yourself to counter-stereotypic individuals 
(i.e. male nurses, female construction supervisors, elderly 
athletes).  Images (photos, mental visualizations) work too. 
Dr. Mahzarin Benaji, co-founder of the IAT, has rotating 

 

http://www.kathleennaltyconsulting.com/
http://www.socialjudgments.com/docs/Uhlmann%20and%20Cohen%202007.pdf
http://groups.psych.northwestern.edu/spcl/documents/colorblind_final_000.pdf
http://www.ncbi.nlm.nih.gov/pubmed/16881764
https://www.ohlone.edu/sites/default/files/documents/imported/neuroscienceoftheintentdoctrine.pdf
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photographs on her computer screensaver that are counter-
stereotypical, including one depicting a female construction 
worker feeding her baby during a work break. 

• Some organizations are using virtual reality in training on 
unconscious bias. When you take on the persona of 
someone who is different, that helps change your 
unconscious associations. Also, visualizing interactions with 
a member of a social “out-group” has been shown to help 
interrupt implicit bias.  

5. Shift perspectives – alter the “us vs. them” mentality 

• Put yourself in someone else’s shoes and look at the world 
through that perspective to notice things you may have 
never noticed before.   

• If you’re really serious about reducing implicit racial bias, 
research shows that picturing yourself as having a different 
race results in lower scores on the race IAT. 

• Perspective-taking might not be sufficient, though, if you 
have so little experience with the other group/person that 
you have to imagine what their experience is like. So go to 
the next level by engaging in “perspective-getting,” which 
requires engaging with others and learning what they think 
and prefer. 

• Join a group that is different (i.e., be the male ally in the 
women’s affinity group). 

6. Find commonalities with others 

• Research shows that when you deliberately seek out areas 
of commonality with others, you will behave differently 
toward them, and exhibit less implicit bias so find 
something in common with every colleague. 

• Re-categorize people - focus on a larger shared identity so 
that individuals in social “out-groups” are recast as 
members of the team or organization (“in-group”). 

7. Reduce stress, fatigue, cognitive overload, snap decisions 

• Implicit bias can affect decision-making and behaviors more 
easily when people are stretched to their limits and have to 
make quick decisions. 

• Research demonstrates that engaging in mindfulness 
meditation reduces implicit bias because it strengthens the 
ability of your conscious mind to intervene in decision-
making. 

 
  

http://www.kathleennaltyconsulting.com/
https://www.usatoday.com/story/tech/news/2016/04/08/virtual-reality-tested-tool-confront-racism-sexism/82674406/
http://m.huffpost.com/us/entry/6328654
http://onlinelibrary.wiley.com/doi/10.1002/9780470672532.wbepp041/abstract;jsessionid=9094B7DF92328723A2B68FD77EB5C85D.f03t01?deniedAccessCustomisedMessage=&userIsAuthenticated=false
https://hbr.org/2014/12/mindfulness-mitigates-biases-you-may-not-know-you-have
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STRUCTURAL CHANGE 
 

Awareness of implicit bias is not enough. Self-monitoring and personal behavioral changes can also be 
insufficient. Individual behavior changes often need to be supported by structural changes in order to 
have the greatest impact on interrupting implicit biases. 
 

Structural Change - Intervention Strategies Action Steps 
1. Increase accountability 

• Institute systems where people have to count/measure 
outcomes so that no individuals or groups are systemically 
advantaged or disadvantaged. 

• Create systems where information is more transparent and 
processes are more objective (reduces implicit bias), 
including asking people to explain/justify their decisions. 

• Make a list of everyone in the group/section/department and 
go through the entire list to consider everyone before 
selecting people for opportunities (to avoid “top of mind” 
selections based on availability bias). 

• Empower everyone in the organization to point out areas of 
potential bias to enhance organizational performance by 
creating a psychologically safe environment. 

2. Make decisions collectively and diversify decision-making 
groups 

• Fill in blind spots and amplify the variety of perspectives at 
the table by intentionally including people from different 
social identities and backgrounds to improve decision-
making. 

3. Build support systems  

• Help people reduce their stress, fatigue, mental overloads, 
and snap decisions by creating supportive structures and 
policies. 

4. Continuous education 

• Offer regular training to raise everyone’s awareness and 
increase their knowledge about implicit bias and provide 
tools for interrupting bias. 

5. Develop clear guidelines, processes and criteria 

• People implicitly move the goalposts when left to 
subjectively evaluate others who are different; interrupt this 
tendency with scorecards, pre-set interview questions, clear 
hiring and promotion criteria (decided beforehand), 
behavioral competencies, etc. 

6. Institutionalize programs that provide exposure to diverse 
exemplars (e.g. Speaker’s Bureaus, outside activities, poster 
campaigns). 

 

 

http://www.kathleennaltyconsulting.com/
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A three-part dialogue published in The 

Colorado Lawyer early last year raised 

awareness about the prevalence of con-

scious and unconscious biases in the legal 

profession.4 While we may be aware of our 

conscious attitudes toward others, we are 

typically clueless when it comes to our 

unconscious (or implicit) biases. This article 

will help you recognize your unconscious bi-

ases and provides research-based strategies 

for addressing them.

Why Does It Matter?
Research studies reveal just how much bias 

impacts decisions—not just on a conscious 

basis, but to a much greater extent, on an 

unconscious basis. Experts believe that the 

mind’s unconscious is responsible for 80 

percent or more of thought processes.5 Yet 

the conscious mind is simply not capable of 

perceiving what the unconscious is thinking.6 

You can be two people at the same time: a 

conscious self who firmly believes you do not 

have any bias against others because of their 

social identities, and an unconscious self 

who harbors stereotypes or biased attitudes 

that unknowingly leak into decision-making 

and behaviors.7 The good news is that we 

can work to redirect and reeducate our un-

conscious mind to break down stereotypes 

and biases we don’t agree with by engaging 

in the research-based activities outlined in 

this article.

This process is critical to making better 

decisions in general, and is particularly 

important as the legal industry struggles 

to play catch-up with respect to inclusive-

ness. In addition to eliminating the hidden 

barriers that keep the legal profession from 

being more diverse, recognizing and dealing 

with unconscious biases actually helps 

individuals become smarter, more effective 

lawyers. After all, this is a service industry, 

and our ability to interact with a diverse 

community and serve a wide variety of cli-

ents depends on making decisions free from 

fundamental errors. Finding the pitfalls in 

our thinking, taking them into account, and 

working to eliminate them leads to better 

decision-making. Individuals who make 

better decisions also help their organiza-

tions perform better. So there is a lot at 

stake in terms of whether you will invest 

the time to be more inclusive and become a 

more effective lawyer by attending to your 

unconscious biases.

Types of Unconscious Cognitive Biases
We all have unconscious cognitive biases 

So—what’s in a name? Apparently, a lot. If you are 
named John, you will have a significant advantage 
over Jennifer when applying for a position, even if you 
both have the exact same credentials.1 If your name is 

José, you will get more callbacks if you change it to Joe.2 And if 
you’re named Emily or Greg, you will receive 50 percent more 
callbacks for job interviews than equally qualified applicants 
named Lakisha or Jamal.3

Confronting 
Unconscious Bias
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that can, and often do, interfere with good decision-making. There 

are too many to address in this article, but it is worthwhile to learn 

about a few that are particularly important with respect to diversity 

and inclusion.

Confirmation Bias
Confirmation bias is a type of unconscious bias that causes people 

to pay more attention to information that confirms their existing 

belief system and disregard that which is contradictory.

Clearly this can harm good decision-making. You can probably 

think of at least one instance when you advised a client or reached a 

decision and later realized you dismissed or unintentionally ignored 

critical information that would have led to a different and perhaps 

better outcome.

Confirmation bias can also skew your evaluations of others’ work 

and potentially disrupt their careers. In The Colorado Lawyer’s 

threepart dialogue, Professor Eli Wald briefly mentioned a research 

study on confirmation bias in the legal industry that I feel bears 

further elaboration here.8 In 2014, Dr. Arin Reeves released results of 

a study she conducted to probe whether practicing attorneys make 

workplace decisions based on confirmation bias.9 This study tested 

whether attorneys unconsciously believe African Americans produce 

inferior written work and that Caucasians are better writers. 

With the help of other practicing attorneys, Reeves created 

a research memo that contained 22 errors (spelling, grammar, 

technical writing, factual, and analytical). The memo was distrib-

uted to 60 partners working in nearly two dozen law firms who 

thought they were participating in a “writing analysis study” to help 

young lawyers with their writing skills. All of the participants were 

told the memo was written by a (fictitious) third-year associate 

named Thomas Meyer who graduated from New York University 

Law School. Half of the participants were told Thomas Meyer was 

Caucasian and the other half were told Thomas Meyer was African 

American. The law firm partners participating in the study were 

asked to give the memo an overall rating from 1 (poorly written) to 

5 (extremely well written). They were also asked to edit the memo 

for any mistakes.

The results indicated strong confirmation bias on the part of 

the evaluators. African American Thomas Meyer’s memo was given 

an average overall rating of 3.2 out of 5.0, while the exact same 

memo garnered an average rating of 4.1 out of 5.0 for Caucasian 

Thomas Meyer. The evaluators found twice as many spelling and 

grammatical errors for African American Thomas Meyer (5.8 out of 

7.0) compared to Caucasian Thomas Meyer (2.9 out of 7.0). They 

also found more technical and factual errors and made more critical 

comments with respect to African American Thomas Meyer’s memo. 

Even more significantly, Reeves found that the female and racially/

ethnically diverse partners who participated in the study were just as 

likely as white participants to be more rigorous in examining African 

American Thomas Meyer’s memo (and finding more mistakes), while 

basically giving Caucasian Thomas Meyer a pass.10

The attorneys who participated in this study were probably 

shocked by the results. That is the insidious nature of unconscious 

bias—people are completely unaware of implicit biases they may 

harbor and how those biases leak into their decision-making and 

behaviors.

Attribution Bias
Another type of unconscious cognitive bias—attribution bias—

causes people to make more favorable assessments of behaviors 

and circumstances for those in their “in groups” (by giving second 

chances and the benefit of the doubt) and to judge people in their 

“out groups” by less favorable group stereotypes.

Availability Bias
Availability bias interferes with good decision-making because it caus-

es people to default to “top of mind” information. So, for instance, if 

you automatically picture a man when asked to think of a “leader” and 

a woman when prompted to think of a “support person,” you may be 

more uncomfortable when interacting with a female leader or a man in 

a support position, particularly at an unconscious level.

Affinity Bias
The adverse effects of many of these cognitive biases can be com-

pounded by affinity bias, which is the tendency to gravitate toward 

and develop relationships with people who are more like ourselves 

and share similar interests and backgrounds. This leads people to 

invest more energy and resources in those who are in their affinity 

group while unintentionally leaving others out. Due to the preva-

lence of affinity bias, the legal profession can best be described as 

a “mirrortocracy”—not a meritocracy. A genuine meritocracy can 

never exist until individual lawyers and legal organizations come to 

terms with unconscious biases through training and focused work to 

interrupt biases.

How Unconscious Bias Plays Out in the Legal Profession
Traditional diversity efforts have never translated into sustained 

diversity at all levels. Year after year, legal organizations experience 

With the help of other practicing attorneys, Reeves created a research 
memo that contained 22 errors (spelling, grammar, technical writing, 
factual, and analytical). The memo was distributed to 60 partners working 
in nearly two dozen law firms who thought they were participating in a 
“writing analysis study” to help young lawyers with their writing skills. 
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disproportionately higher attrition rates for attorneys in already 

underrepresented groups—female, racially/ethnically diverse, 

LGBT, and those with disabilities.11 Before 2006 and the first of eight 

national research studies,12 no one was sure what was causing higher 

attrition rates for attorneys in these groups. Now the answer is clear: 

every legal organization has hidden barriers that disproportionately 

impact and disrupt the career paths of many female, LGBT, racially/

ethnically diverse, and disabled lawyers.

According to the research studies, critical career-enhancing op-

portunities are shared unevenly by people in positions of power and 

influence, often without realizing that certain groups are dispropor-

tionately excluded. Hard work and technical skill are the foundation 

of career progress, but without some access to these opportunities, 

attorneys are less likely to advance in their organizations. Specifical-

ly, female, LGBT, disabled, and racially/ethnically diverse attorneys 

have disproportionately less access to the following:

•	 networking opportunities—informal and formal

•	 insider information

•	 decision-makers

•	 mentors and sponsors

•	 meaningful work assignments

•	 candid and frequent feedback

•	 social integration

•	 training and development

•	 client contact

•	 promotions

The studies all point to bias as the major cause of these hidden 

barriers. Certainly, overt discrimination still exists and contributes 

to this dynamic. But it turns out that a specific kind of unconscious 

(and thus unintentional) bias plays the biggest role. Affinity bias, 

which causes people to develop deeper work and trust relationships 

with those who have similar identities, interests, and backgrounds, 

is the unseen and unacknowledged culprit. When senior attorneys— 

the vast majority of whom are white and male—gravitate toward 

and share opportunities with others who are like themselves, they 

unintentionally leave out female, LGBT, disabled, and racially/ethni-

cally diverse attorneys.

Strategies for Identifying and Interrupting Unconscious Bias
Having unconscious bias does not make us bad people; it is part of 

being human. We have all been exposed to thousands of instances of 

stereotypes that have become embedded in our unconscious minds. 

It is a bit unsettling, however, to think that good, well-intentioned 

people are actually contributing—unwittingly—to the inequities that 

make the legal profession one of the least diverse. The good news is 

that once you learn more about cognitive biases and work to disrupt 

the stereotypes and biased attitudes you harbor on an unconscious 

level, you can become a better decision-maker and help limit the 

negative impacts that are keeping our industry from being more 

diverse and inclusive. 

The obvious place to start is with affinity bias; learning and re-

minding yourself about affinity bias should help you lessen the effect 

on people in your “out groups.” Affinity bias has been well docu-

mented in major league sports. A series of research studies analyzing 

foul calls in NBA games demonstrates the powerful impact of simply 

being aware of affinity bias. In the first of three studies examining 

data from 13 seasons (1991–2004), researchers discovered that ref-

erees called more fouls against players who were not the same race 

as the referee, and these disparities were large enough to affect the 

outcomes in some games.13 Based on a number of studies document-

ing the existence of “in group” or affinity bias in other realms, the 

researchers inferred that the differential in called fouls was mostly 

happening on an unconscious level.

The findings of the first study, released in 2007, were criticized 

by the NBA, resulting in extensive media coverage. The researchers 

subsequently conducted two additional studies—one using data 

from basketball seasons before the media coverage (2003–06) and 

the other focusing on the seasons after the publicity (2007–10). The 

results were striking. In the seasons before referees became aware 

they were calling fouls disparately, the researchers replicated the 

findings from the initial study. Yet after the widespread publicity, 

there were no appreciable disparities in foul-calling.

The lesson to be learned from this research is that paying atten-

tion to your own affinity bias and auditing your behaviors can help 

you interrupt and perhaps even eliminate this type of implicit bias. 

Ask yourself the following questions:

•	 �How did I benefit from affinity bias in my own career? Did 

someone in my affinity group give me a key opportunity that 

contributed to my success? Many lawyers insist they “pulled 

themselves up by their own bootstraps” but upon reflection have 

to acknowledge they were given key opportunities—especially 

from mentors and sponsors. Barry Switzer famously highlighted 

this tendency when he observed that “some people are born on 

third base and go through life thinking they hit a triple.”14

•	 �Who are my usual favorites or go-to lawyers in the office or 

practice group?

•	 �With whom am I more inclined to spend discretionary time, go to 

lunch, and participate in activities outside of work?

•	 �Do I hold back on assigning work to attorneys from underrepre-

sented groups until others vouch for their abilities?

•	 �When I go on client pitches, do I always take the same people?

•	 �Who makes me feel uncomfortable and why?

•	 �Who do I avoid interacting with or giving candid feedback to 

because I just don’t know how to relate to them or because I’m 

afraid I’ll make mistakes?

•	 �To whom do I give second chances and the benefit of the doubt 

(e.g., the people in my “in group”) and who do I judge by group 

stereotypes and, therefore, fail to give second chances?

It is easy for skeptics to dismiss inequities described by attorneys 

in underrepresented groups (or even the research studies document-

ing the disparate impact of hidden barriers) until they are presented 

with concrete evidence that some people simply have more access to 

opportunities that play a critical, but mostly unacknowledged, role in 

any attorney’s success. Thus, when implementing inclusiveness ini-

tiatives, it is important to actually count who has access to work-re-

lated opportunities, such as going on client pitches or participating 

in meaningful assignments, to counteract skeptics’ tendency to not 

believe what they don’t (or won’t) see.

Research scientists are learning more about how implicit biases 

operate, including methods for uncovering and interrupting them.15 

While it is not yet clear whether implicit biases can be complete-

ly eliminated, certain techniques have been shown to lessen bias 
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and disrupt its impact. To rescript your unconscious thoughts and 

interrupt implicit biases, you have to work your “ABS”: first, develop 

Awareness of those biases, and then make the Behavior and Struc-

tural changes required to disrupt them.

Awareness
If you make conscious negative judgments about groups that are 

based on stereotypes, you can challenge your thinking by asking 

yourself why: Why am I bothered by people in that group? Why 

do I or why should I care about that? Why do I persist in thinking 

all members of that group engage in that stereotyped behavior? 

Then actively challenge those beliefs every time they are activated. 

Overriding stereotypes takes a conscious act of will, whereas the 

activation of stereotypes does not because they are often embedded 

in your unconscious mind.

Two easy ways to develop awareness of your unconscious biases are:

1. �Keep track of your surprises (i.e., instances when something you 

expected turned out to be quite different).16 Those surprises offer 

a window into your unconscious. For example, when you pass a 

slow-moving car impeding the flow of traffic, do you expect to see 

a very elderly driver behind the wheel? When you see that the 

driver is actually younger, does that surprise you? You may truly 

believe you are not consciously biased against the elderly, but you 

reflexively presumed that the slower driver was elderly. That is 

a product of unconscious bias. How could that attitude influence 

decision-making in other areas, such as in interactions with more 

senior colleagues, witnesses, jurors, or clients?

2.�Take a free, anonymous implicit association test (IAT) online 

at implicit.harvard.edu/implicit/selectatest.html. This series of 

tests, sponsored by Harvard University and taken by millions 

of people since the late 1990s, can reveal areas where you 

unknowingly harbor unconscious biases. There are over a dozen 

different tests, measuring unconscious bias with respect to 

disability, race, age, gender, gender roles, mental health, weight, 

sexual orientation, religion, and more. The tests measure how 

quickly or slowly you associate positive or negative words with 

different concepts. Your unconscious, immediate assumptions 

reveal themselves in the delayed responses measured by the 

computer when you struggle to connect words and concepts 

that are not as readily associated. You might not like, or be in 

denial with respect to, some of the test results, but they can be 

useful in revealing often uncomfortable truths about what your 

unconscious mind is up to.

While awareness is necessary, it is not sufficient, by itself, to 

interrupt unconscious bias. Behavior changes are also essential.

Behavior Changes
Like correcting a bad habit, you can retrain yourself to think in less 

biased and stereotyped ways.17 Motivation is key; research shows 

that people who seek to be fair and unbiased are more likely to be 

successful in purging their biases.18

Researchers have identified strategies people can use to change 

their behaviors to overcome bias. They include the following:

Retrain your brain. “The ‘holy grail’ of overcoming implicit bias 

is to change the underlying associations that form the basis of implic-

it bias.”19 To do so, you need to develop the ability to be self-obser-

vant. Pay attention to your thinking, assumptions, and behaviors and 

then acknowledge, dissect, and alter automatic responses to break 

the underlying associations.

Actively doubt your objectivity. Take the time to review your 

decisions (especially those related to people and their careers) and 

search for indicia of bias; audit your decisions to ensure they don’t 

disparately impact people in other groups. Pause before you make a 

final decision. 

Question your assumptions and first impressions. Ask 

others for feedback to check your thought processes. Ask yourself 

if your decision would be different if it involved a person from a dif-

ferent social identity group. Finally, justify your decision by writing 

down the reasons for it. This will promote accountability, which can 

help make unconscious attitudes more visible.

Be mindful of snap judgments. Take notice every time you 

jump to conclusions about a person belonging to a different social 

identity group (like the slow driver). Have a conversation with your-

self about why you are making judgments or resorting to stereotypes. 

Then resolve to change your attitudes. 

Oppose your stereotyped thinking. One of the best tech-

niques seems odd but has been shown to have a lasting effect: 

think of a stereotype and say the word “no” and then think of a 

counter-stereotype and say “yes.” People who do this have greater 

long-term success in interrupting their unconscious bias with respect 

to that stereotype.20 To decrease your implicit biases, you might also 

want to limit your exposure to stereotyped images; for instance, con-

sider changing the channel if a TV show or song features stereotypes.

Deliberately expose yourself to counter-stereotypical 
models and images. For example, if it is easier for you to think 

of leaders as male, study successful female leaders to retrain your 

unconscious to make the connection between leaders and both 

women and men. Research has shown that simply viewing photos of 

women leaders helps reduce implicit gender bias.21 Even the Harvard 

professor who invented the IAT—Mahzarin Banaji—acknowledged 

that she has some gender bias. To interrupt it, she put rotating 

photographs on her computer screensaver that are counter-stereo-

typical, including one depicting a female construction worker feeding 

her baby during a work break.

Look for counter-stereotypes. Similarly, pay more attention 

and be more consciously aware of individuals in counter-stereotypic 

roles (e.g., male nurses, female airline pilots, athletes with disabili-

ties, and stay-at-home dads).

Remind yourself that you have unconscious bias. Research 

shows that people who think they are unbiased are actually more 

biased than those who acknowledge they have biases.22 There is 

a Skill Pill mobile app on managing unconscious bias available for 

enterprise usage (skillpill.com). If you play this short app before 

engaging in hiring, evaluation, and promotion decisions, it could 

help you interrupt any unconscious biases. But you don’t need an 

app to prompt yourself to be mindful of implicit bias and its impact. 

You could create a one-page reminder sheet that accompanies every 

evaluation form or candidate’s résumé, for instance.

Engage in mindfulness exercises on a regular basis, or at 

least before participating in an activity that might trigger stereo-

types (e.g., interviewing a job candidate).23 Research shows that 

mindfulness breaks the link between past experience and impulsive 

responses, which can reduce implicit bias.24

Engage in cross-difference relationships. Cultivate work 

relationships (or personal relationships outside of work) that involve 

people with different social identities.25 This forces you out of your 
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comfort zone and allows your unconscious to become more comfort-

able with people who are different. Those new relationships will also 

force you to dismantle stereotypes and create new types of think-

ing—both conscious and unconscious. So find ways to mentor junior 

colleagues who are different from you in one or more dimensions 

(e.g., gender, race, age, religion, parental status, etc.), and ask them 

how they view things. This will open you up to new ways of perceiv-

ing and thinking.

Mix it up. Actively seek out cultural and social situations that 

are challenging for you—where you are in the distinct minority or 

are forced to see or do things differently. For example, go to a play 

put on by PHAMILY (an acting troupe of people with mental and 

physical disabilities) or attend a cultural celebration that involves 

customs and people you have never been exposed to. The more 

uncomfortable you are in these situations, the more you will grow 

and learn.

Shift perspectives. Walk in others’ shoes; look through their 

lenses to see how they view and experience the world. Join a group 

that is different (e.g., be the male ally in the women’s affinity group). 

This will help you develop empathy and see people as individuals in-

stead of lumping them into a group and applying stereotypes.26 And 

if you’re really serious about reducing implicit racial bias, research 

shows that picturing yourself as having a different race results in 

lower scores on the race IAT.27 

Find commonalities. It is also useful to look for and find 

commonalities with colleagues who have different social identities 

from you.28 Do they have pets? Are their children attending the same 

school as your children? Do they also like to cook, golf, or volunteer 

in the community? You will be surprised to discover how many things 

you have in common. Research shows that when you deliberately 

seek out areas of commonality with others, you behave differently 

toward them and exhibit less implicit bias.29

Reduce stress, fatigue, cognitive overload, and time crunch-
es. We are all more prone to revert to unconscious bias when we are 
stressed, fatigued, or under severe cognitive load or time constraints.30 

Relax and slow down decision-making so that your conscious mind 

drives your behavior with respect to all people and groups.31

Give up being color/gender/age blind. Don’t buy into the 

popular notion that you should be blind to differences; it is impos-

sible and backfires anyway. Your unconscious mind sees and reacts 

to visible differences, even if you consciously believe you don’t. 

Research demonstrates that believing you are blind to people’s 

differences actually makes you more biased.32 The better course is 

to acknowledge these differences and work to ensure they aren’t 

impairing your decision-making—consciously or unconsciously. The 

world has changed. In the 20th century, we were taught to avoid 

differences and there was an emphasis on assimilation (the “melting 

pot”). In the 21st century, we know that being “difference-seeking” 

and inclusive actually causes people to work harder cognitively,33 

which leads to better organizational performance and a healthier 

bottom line. Today’s mantra should be: “I need your differences to be 

a better thinker and decision-maker, and you need mine, too.”

Awareness of implicit bias is not enough. Self-monitoring is also 

insufficient. Individual behavior changes often have to be supported 

and encouraged by structural changes to have the greatest impact on 

interrupting implicit biases.

Structural Changes
Highly skilled, inclusive leaders make concerted efforts to ensure 

that hidden barriers are not thriving on their watch. Because bias 

flourishes in unstructured, subjective practices, leaders should put 

structured, objective practices and procedures in place to help 

people interrupt their unconscious biases. Just knowing there is ac-

countability and that you could be called on to justify your decisions 

with respect to others can decrease the influence of implicit bias.34

Leaders, in conjunction with a diversity and inclusiveness (D+I) 

committee, can examine all systems, structures, procedures, and 

policies for hidden structural inequities and design action plans to 

make structural components inclusive of everyone. Structural chang-

es should be designed to address the hidden barriers first, because 

research shows that these are the most common impediments.

To make the invisible visible with respect to mentorship and 

sponsorship, one firm simply added the following question to its 

partners’ end-of-year evaluation form: “Who are you sponsoring?” 

This simple but profoundly illuminating question allowed firm leaders 

determine who was falling through the cracks. The firm then created 

a D+I Action Plan with a focus on mentorship and sponsorship. The 

firm is currently implementing a “Culture of Mentorship” to ensure 

that all attorneys receive equitable development opportunities so they 

can do their best work for the firm. After all, a business model where 

some attorneys are cultivated and others are not makes no sense; the 

organization could accomplish so much more if every one of its human 

Highly skilled, inclusive leaders make concerted efforts to ensure that 
hidden barriers are not thriving on their watch. Because bias flourishes 
in unstructured, subjective practices, leaders should put structured, 
objective practices and procedures in place to help people interrupt their 
unconscious biases. Just knowing there is accountability and that you 
could be called on to justify your decisions with respect to others can 
decrease the influence of implicit bias.
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capital assets operated at the highest level possible. Imagine the en-

hancement to the bottom line for organizations that are inclusive and 

have eliminated hidden barriers to success for everyone.

There are dozens of structural changes that can be made, ranging 

from small to large. But the structural change with the most potential 

for lasting change is a D+I competencies framework. Recently, a 

two-year study of more than 450 companies by Deloitte determined 

that the talent management practices that predicted the highest per-

forming companies all centered on inclusiveness.35 Many companies 

that have instituted D+I competencies and hold employees account-

able for inclusive behaviors in their job duties and responsibilities 

are making real progress with respect to diversity. For example, at 

Sodexho, implementation of D+I competencies resulted in “double 

digit growth in representation of women and minorities.”36

This type of framework is critical in any legal organization. Many 

people would do more with respect to inclusiveness if they just knew 

what to do. Competencies define behaviors along an easily under-

standable scale—are you unskilled, skilled, or highly skilled in inclu-

siveness (and, therefore, contributing to the organization’s success in 

more meaningful ways)? This key component was lacking in the legal 

industry, so I wrote and published a book in 2015: Going All In on 

Diversity and Inclusion: The Law Firm Leader’s Playbook. This 

book contains individual and organizational competencies frameworks, 

as well as the tools and strategies law firm leaders need to address the 

hidden barriers, identify the unconscious biases that allow those barri-

ers to thrive, and make genuine progress on diversity and inclusion.

Examples of Bias-Breaking Activities: Stories From the Front Lines
Implementing the de-biasing strategies outlined above is not a “one 

and done” proposition. It is an ongoing process and must become 

second-nature to be most effective. Once you start implementing 

these strategies, the lessons learned will be impactful.

I teach a class at the University of Denver Sturm College of Law on 

“Advancing Diversity and Inclusion,” which includes a session on uncon-

scious biases. As part of their learning experience, I ask my students to 

engage in some of the activities outlined above and write short essays on 

what they discovered or learned. They had some eye-opening experi-

ences that will help them interrupt their own implicit biases and make 

them better decision-makers as practicing lawyers.

For instance, one student who is not very religious visited a local 

mosque to learn more about Muslim people and their faith. The 

student attended a presentation on Islam during an open house and 

observed the members during prayer. His experience gave him more 

familiarity and comfort with a group of people that is currently wide-

ly disparaged and stereotyped.

After taking an IAT that revealed an unconscious bias against 

older people and consciously acknowledging he avoids his older col-

leagues at work, another student decided to confront this tendency 

by finding commonalities with them. Specifically, the student knew 

that he shared an interest in gardening with an older colleague with 

whom he would be working on an upcoming project. So he deliber-

ately struck up a conversation with this co-worker about gardening 

and found it was then easier to work with him on the project.

Another student decided to consciously observe his reflexive 

thought processes by noticing what he was thinking or how he react-

ed to different people and then opposing any stereotyped thoughts. 

While attending a basketball game, he saw a black man dressed in 

medical scrubs enter the gym. Immediately, the student observed 

that he was trying to figure out what the man did for a living. The 

student noticed that he assumed the man worked as an X-ray tech-

nician or medical assistant. At that point, he realized that the man’s 

race and gender might be triggering these assumptions and the stu-

dent then visualized the man as a nurse, a home health-aid worker, 

or a physician. This student wrote that the exercise made him aware 

of how often he jumps to conclusions about others based on visible 

cues and makes assumptions that might be completely wrong.

A female student decided to doubt her own objectivity with 

respect to how she viewed the support staff at her company. She be-

lieves she’s a gender champion but was surprised to realize that she 

really doesn’t view the support staff (mostly women) as favorably as 

the sales staff (mostly men). She decided to picture women in sales 

positions and men in support positions to try to retrain her uncon-

scious mind and the assumptions she was used to making.

Another student, who is white and grew up in an all-white com-

munity, chose to observe the “Black Lives Matter” demonstration 

and participate in the Martin Luther King Day parade. She also later 

attended a Sunday service at an all-black church and wrote this 

about the experience:

Overall it was a good experience because I think being uncom-

fortable can be good for a person. Looking back, I really had 

no reason to be uncomfortable because everyone was very 

nice and welcoming; my uneasiness was made up in my head 

based on assumptions I feared people would make about me. 

Many attorneys, judges, and other law professionals in the Colorado legal 
community are pioneers when it comes to diversity and, particularly, 
inclusion. Ten years ago, with the establishment of the Deans’ Diversity 
Council, this legal community was the first in the country to focus on the 
new paradigm of inclusiveness and how it must be added to traditional 
diversity efforts to make diversity sustainable.
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Putting yourself in situations that are uncomfortable and 

observing your own attitudes, judgments, and behaviors can flip a 

switch in your brain and help you learn new ways of thinking and 

interacting with others. The real-world impact of this is illustrated 

by a story told to me by an in-house attorney who reassessed a bi-

ased assumption before it had an impact on someone else’s career. 

The attorney met with a group of people at her company to discuss 

staffing a challenging position that would require a lot of travel. The 

name of a qualified female employee candidate was proposed. The 

lawyer knew the candidate was a single mother of a toddler and 

immediately suggested to the group that it might be very difficult 

for a single mother to handle the extensive travel required. Effec-

tively, this comment removed the woman from consideration. Later, 

the lawyer attended a workshop on unconscious bias. She realized 

that she’d made assumptions that might not be true. The lawyer 

met with the female employee and asked her if she was able to 

travel for business. The female employee said that travel wasn’t an 

impediment because she had several family members nearby who 

could help care for her child while she was out of town. The lawyer 

immediately went back to the group and explained her mistake, 

asking that the female employee’s name be included for consider-

ation for the position.

Conclusion
Many attorneys, judges, and other law professionals in the Colorado 

legal community are pioneers when it comes to diversity and, partic-

ularly, inclusion. Ten years ago, with the establishment of the Deans’ 

Diversity Council, this legal community was the first in the country to 

focus on the new paradigm of inclusiveness and how it must be add-

ed to traditional diversity efforts to make diversity sustainable. The 

three-part dialogue on unconscious bias featured in The Colorado 

Lawyer was truly ground-breaking because it addressed challenges 

not often discussed openly.

The next step is to take action, on an individual and organization-

al basis, to eliminate hidden barriers and interrupt the unconscious 

biases that fuel those barriers. It should be deeply concerning to 

everyone that good, well-meaning people are doing more to foster 

inequities in the legal workplace—unintentionally and unknowing-

ly—just by investing more in members of their affinity or “in groups” 

than the harm caused by outright bigotry. This unfortunate dynamic 

will change only when we come to terms with the fact that we all 

have biases—conscious and unconscious—and begin to address 

those biases. Good intentions are not enough; if you are not inten-

tionally including everyone by interrupting bias, you are unintention-

ally excluding someone.

So now, ask yourself, are you up to this challenge? 
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Unconscious/Conscious Bias Resources 
Online Test: 

• Project Implicit: https://implicit.harvard.edu/implicit/ - test your own unconscious biases with this free 

online test sponsored by Harvard University and taken by millions of people since 1998. 

Lists of Bias Interrupters: 

• Bias Interrupters – www.biasinterrupters.org – toolkits with bias interrupters for individuals and 
organizations. 

• Inclusion Nudges – https://inclusion-nudges.org/ – examples of bias interrupters. 

Other Resource Lists: 

• American Bar Association, Section of Litigation, Task Force on Implicit Bias, http://bit.ly/1LD4wh9. 

• “State of the Science: Implicit Bias Review,” Kirwan Institute for the Study of Race and Ethnicity, Ohio 
State University (2015), http://bit.ly/1LQM6Xr; (2016) - http://bit.ly/2aMHlRR, (2017) - 
https://kirwaninstitute.osu.edu/article/2017-state-science-implicit-bias-review. 

Educational Videos & Podcasts: 

• “Diversity Makes You Smarter” – TEDx – Kathleen Nalty - April 2017. 
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Structural Changes Interrupt 
Unconscious 
Bias Through 
Inclusion Nudges

By Kathleen Nalty

The legal industry will 
remain one of the least 
diverse professions unless 
lawyers and legal staff 
become knowledgeable 
about unconscious bias 
and then put interrupters 
into place to help limit the 
effect of implicit biases.
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While there has been a great deal of activity aimed at 
advancing diversity and inclusion in the legal industry, 
outcomes have been poor. Most law firms have numerous 
programs and activities aimed at improving diversity and 
inclusion. Yet there is very little to show for 
those efforts. Year after year, attorneys in al-
ready underrepresented groups, including 
female and racially or ethnically diverse 
lawyers, leave their law firms at higher rates 
than other attorneys. For example, the New 
York City Bar Association reported that at-
trition rates in 2015 for member law firms 
were 43 percent higher for female attorneys 
and 62 percent higher for racially or ethni-
cally diverse attorneys compared to white 
male lawyers. The 2015 Vault and Minor-
ity Corporate Counsel (MCCA) Survey also 
documented higher attrition rates for attor-
neys in underrepresented groups.

Several national research studies point 
to the disparate impact of hidden barriers 
on female and racially or ethnically diverse 
lawyers as the major cause of higher attri-
tion rates. According to these studies, key 
opportunities are shared unevenly by peo-
ple in positions of power and influence, of-
ten without realizing that certain groups are 
disproportionately excluded, which causes 
attorneys in the excluded groups to remain 
on the margins in law firms. Specifically, re-
search shows that female, LGBTQ, disabled, 
and racially or ethnically diverse attorneys 
often have less access to critical but intangi-
ble opportunities, including the following:

1.	 Networking—informal and formal
2.	 Insider information
3.	 Access to decision makers
4.	 Mentors and sponsors
5.	 Meaningful work assignments
6.	 Candid and frequent feedback
6.	 Social integration
7.	 Training and development
8.	 Client contact
9.	 Promotions
Research studies point to bias as the 

major cause of these hidden barriers. Cer-
tainly, conscious, overt discrimination still 
exists and contributes to this dynamic. But 
it turns out that a specific kind of uncon-
scious and unintentional bias plays the 
biggest role. Affinity bias, which is a bias 
for others who are more like you, causes 

people to develop deeper work relation-
ships with those who have similar iden-
tities, interests, and backgrounds. When 
senior attorneys (the majority of whom are 
straight, white, and male) gravitate toward 
and share opportunities with others who 
are like themselves, they unwittingly leave 
out female, LGBTQ, disabled, and racially 
or ethnically diverse attorneys.

A New Movement: Inclusion Nudges
Unconscious bias is difficult to root out in 
organizations. But there is a new movement 
afoot to institutionalize diversity and in-
clusion through “inclusion nudges,” which 
fight unconscious bias at a whole new level. 
The term “nudge” comes from the field of 
behavioral economics. In 2008, Richard 
Thaler and Cass Sunstein published the book 
Nudge: Improving Decisions About Health, 
Wealth, and Happiness, which described 
how small changes in processes and proce-
dures can nudge people to make better and 
less biased decisions. A classic example of a 
nudge involves switching the default from 
“opt-in” for 401(k) contributions to “opt-
out,” which dramatically increases savings 
rates while still giving employees a choice.

The term “inclusion nudge” was first 
coined by Tinna Nielsen and Lisa Kepinski 
in their book Inclusion Nudges Guidebook 
(2015). They encourage advocates to design 
nudges for all kinds of systems and processes 
in organizations—to help people interrupt 
their unconscious biases and to foster an 
inclusive workplace in which diversity can 
thrive. They define an inclusion nudge as “a 
mental push that will mitigate unconscious 
association to help the brain make more ob-
jective decisions, and promote more inclu-
sive behaviors that will stick.”

Inclusion nudges can also be called “bias 
interrupters” because they help people rec-
ognize and mitigate biases. Unconscious 
biases, in particular, are very difficult to 
root out because they are almost com-
pletely hidden from us. Training on uncon-
scious bias can help people recognize how 

to become aware of unintentional social 
and cognitive biases, as well as techniques 
for addressing them. But training alone is 
not enough. The real work involves inten-
tional and repeated individual efforts to 
implement research-based tactics to inter-
rupt bias as it occurs.

Unconscious bias thrives in situations 
that are high pressure, fast paced, and 

stressful, which pretty much describes 
the typical lawyer’s daily life. This is com-
pounded particularly in law firms, where 
supervising attorneys have limited training 
in managing people and operate with con-
siderable leeway in how they interact with 
talent. Some experts recommend slowing 
down decisions to limit the effect of uncon-
scious bias. But that is just not always prac-
tical for lawyers.

Thus, it is up to legal organizations to 
change systems and processes and embed 
bias interrupters into them to help lawyers 
and staff live up to their good intentions. 
Institutionalizing diversity and inclusion 
requires nudging all processes and proce-
dures so that inclusion becomes a natural 
part of what people do every day.

Any process or procedure in an organi-
zation can be nudged. In fact, no organi-
zation can achieve full inclusion without 
nudging all structural elements so that 
diversity and inclusion become woven into 
the fabric of the organization and a nat-
ural part of how everything operates. To 
“nudge” a system or process, you break it 
down into its smallest components and 
then reverse-engineer it, asking how each 
component could be conducted differently 

Affinity bias,� which is a 
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to interrupt unconscious bias. It is espe-
cially important to focus on building in 
accountability and oversight mechanisms, 
which are powerful bias interrupters.

Initially, a nudged process might feel 
taxing. All new processes require some 
adjustment. After a while, though, follow-
ing the new protocol should become second 
nature. That’s when diversity and inclu-

sion become embedded into an organiza-
tion—when all processes and procedures 
are reworked to be fair and as bias-free 
as possible.

Introducing Inclusion Nudges 
into Recruiting and Hiring
Imagine, for the purpose of introducing 
nudges into a recruiting and hiring pro-
cess, that your organization has identi-
fied 18 components, all of which play a 
part in recruiting and hiring. These com-
ponents could include the obvious, such as 
job announcements, application forms, and 
applicant screening. A job description, after 
all, is by nature a list of biases—aspects 
that we assume are necessary to perform 
a job. Some components may seem less 
obvious, such as employee benefit pack-
ages. But evaluating benefit packages has 
a place. What does your organization need 
to change in its benefit packages to attract a 
wider variety of candidates? What do other 
industry or sector leaders offer as benefits 
and in employee policies?

Space limits here will not permit con-
sidering how your organization might 
introduce nudges into all the potential 
recruiting and hiring components by 
reverse-engineering them; however, four 
examples are discussed below.

Job Announcements
First, to begin the reverse-engineering, 
your organization would evaluate and 
rewrite job announcements to be more 
inclusive. Research indicates that women 
may not apply for jobs until they meet all 
the criteria, whereas men apply when they 
meet many, but not all, of the criteria. Do 
your job announcements include criteria 
that aren’t really essential?

Also, research shows that job announce-
ments that include more gendered terms 
can be subtly off-putting. E. Peck, Here 
Are the Words That May Keep Women 
from Applying for Jobs, Huffington Post 
(June 2, 2015). Can a job announcement 
be reworded so that it is more inclusive of 
both genders? Use web-based applications, 
such as Textio, to flag words and phrases 
that are cliché, gender based, or otherwise 
off-putting to certain groups.

Does a job description include phrases 
that go to personal qualities or a personality 
type that might keep an otherwise qualified 
candidate from applying (e.g., “outgoing”)?

If your organization is working to ad-
vance diversity and inclusion, do you include 
statements about diversity and inclusion 
competencies and cultural competence 
within your job criteria and announce-
ments? After all, to foster an inclusive work-
place where diversity thrives, everyone must 
play an active role, which means that this 
competence would be useful to add to the 
skillset required of new hires.

Where do you advertise your job 
announcements? Do you make efforts to 
ensure that they are visible to a wide vari-
ety of people? Think about asking specialty 
groups (bar affinity groups, professional 
associations, business chambers, and 
community groups) to disseminate job 
announcements. Draw on employee per-
sonal networks to advertise a job announce-
ment. Ask employees in underrepresented 
groups to disseminate job announcements 
to their networks routinely. Because most 
people’s networks are fairly homogenous, 
make sure that majority employees go 

beyond their own networks or else they’ll 
just replicate themselves. Consider modify-
ing employee referral bonuses to put a pre-
mium on diverse referrals.

Finally, extend the time that a position is 
open to help get the word out to the broad-
est range of people. Unconscious bias (espe-
cially affinity bias) is more apt to show up 
in rushed circumstances. So make sure 
that everyone has sufficient time during the 
entire recruiting process.

Organization Website
To reverse-engineer here, your organiza-
tion would first and foremost analyze its 
website. You would take a fresh look at the 
website and how it may attract, or poten-
tially repel, diverse candidates. What kinds 
of pictures are featured on the site? Research 
shows that including equal numbers of pic-
tures of men and women increases an orga-
nization’s attractiveness to potential female 
candidates. P. Cecchi-Dimeglio, Does Your 
Firm’s Website Repel Women?, The Ameri-
can Lawyer, Nov. 28, 2016.

What policies and values statements are 
included in the information on the website 
about your organization? How are diversity 
and inclusion messaged? Female and racially 
or ethnically diverse attorneys may respond 
differently to statements about the organi-
zation’s approach. E. Apfelbaum, Why Your 
Diversity Program May Be Helping Women 
but Not Minorities (or Vice Versa), Harvard 
Business Review (Aug. 8, 2016). Also, in-
cluding comments from people in underrep-
resented groups in your organization about 
their experiences in their own words, as well 
as video messages from leaders about the 
value of diversity and inclusion, could help 
attract a wider pool of applicants.

In describing your organization’s diver-
sity and inclusion initiative, are specific 
actions included? Are diversity and inclu-
sion woven throughout the website, or are 
they addressed on one separate page? Is the 
word “qualified” used just on the diversity 
page of the website?

Get some feedback from a diverse group 
of disinterested parties about what your 
website communicates to them. Use the 
feedback to make improvements.

Internal Diversity and Inclusion 
Education and Training
Ensure fluency in diversity and inclusion 
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among your employees. Start with your 
recruiters. Educate every person involved 
in the recruiting and the hiring processes 
about diversity and inclusion so that they 
can answer questions knowledgeably about 
your organization’s efforts, including rep-
resentation in the organization of people 
from a wide variety of backgrounds, at all 
levels, and specific efforts to remove hidden 
barriers to success for people in underrep-
resented groups.

Train marketing and recruiting profes-
sionals on diversity and inclusion and work 
with them to highlight not just your orga-
nization’s traditional diversity programs 
(i.e., memberships, sponsorships, scholar-
ships, 1L programs, job fair participation, 
affinity groups) but inclusiveness efforts 
as well.

Ensure fluency and competency in un-
conscious bias concepts widely among em-
ployees by training all recruiters, screeners, 
interviewers, hiring personnel, and supervi-
sors in unconscious bias and make sure that 
the training is constantly referenced during 
the recruiting and hiring process. Then fol-
low up on training by asking all stakehold-
ers to report on their progress with respect 
to actions that interrupt their own uncon-
scious biases. Have a discussion among 
those involved in recruiting and hiring 
about how both implicit social and cogni-
tive biases such as availability, attribution, 
confirmation, anchor, and affinity bias can 
show up, and create a one -page “bias inter-
rupter sheet” for everyone to review before 
the process begins (e.g., before interview 
candidates are selected, before the inter-
views, before discussions about candidates).

Have regular discussions while recruit-
ing and hiring about the “aha” moments 
that they are experiencing and the new 
awareness that they have about stereo-
types and attitudes (without revealing 
specific biases about protected groups, of 
course). Ask people involved to be honest 
with themselves and others about whether 
they feel “affinity bias” in particular with 
respect to any candidate. (“She’s like me; 
we have things in common.”) Ask people to 
acknowledge any triggers that candidates 
may have that prompt their automatic dis-
qualification, such as a less than firm hand-
shake or manners of speech or dress, which 
have nothing to do with a person’s compe-
tence. Discuss whether anyone had a nega-

tive gut reaction about a candidate and why 
he or she disliked the candidate.

In short, foster a “speak-up” environ-
ment in which people involved in the 
recruiting and hiring processes feel com-
fortable discussing, and more importantly, 
challenging perceived biases—both indi-
vidual and institutional. Consider appoint-
ing one or more people to act as “devil’s 
advocates” to challenge decisions, or to act 
as “bias interrupters” to call out possible 
bias during the processes.

Pipeline Cultivation
Research by the Corporate Executive Board 
shows that diverse candidates have greater 
trust for personal sources of information in 
the recruiting process (referrals from di-
verse employees, in-person campus recruit-
ing, teachers and career advisers, family and 
friends, and employee resource group con-
tacts) and less trust for information sources 
that organizations use more often (diversity-
focused job boards, diversity associations, 
LinkedIn, print media advertising, search 
firms, and Twitter and Facebook). CLC Hu-
man Resources, Creating Competitive Ad-
vantage Through Workforce Diversity 33 
(Corporate Executive Board 2012). So take 
the time and effort to cultivate the pipeline 
with personal interactions.

Develop relationships with career serv-
ices personnel at schools (particularly those 
that have larger populations of students in 
underrepresented groups), as well as staff in 
alumni offices, and ask them to keep your 
organization in mind with respect to stu-
dents or alumni from diverse groups. Leave 
branded literature with the schools to share 
with students. Arrange to make presenta-
tions at the schools about your organization.

Teach classes or road shows at schools 
with diverse student populations to gain 
exposure for your organization. Host 
field trips for students from schools with 
diverse populations.

Consider using Door of Clubs, a campus 
recruiting platform that gives recruiters the 
ability to search through a pool of students 
based on a variety of social identity groups, 
as well as school, major, location, and skills.

Introducing Inclusion Nudges 
into Employee Promotions
Any process can be nudged. Examples of 
how to introduce inclusion nudges into 

three components of an employee promo-
tions process by reverse-engineering them 
are discussed below.

Promotion Criteria
Promotion criteria, similar to job descrip-
tion criteria, are essentially a list of biases—
aspects that we presume are necessary to 
perform a new job. But are they all nec-

essary? Take a fresh look. Update all pro-
motion criteria by removing unnecessary 
requirements. Also ask whether the defini-
tion of success is skewed toward one group: 
does success reflect mostly male norms? 
Then stick with the predetermined criteria 
to help prevent interviewers from implic-
itly “moving the goalposts” to select a pre-
ferred candidate.

If your organization seeks to advance 
diversity and inclusion, just as you would 
seek new employees with demonstrated 
competency in diversity and inclusion, 
the people promoted should have some 
demonstrated competency in diversity and 
inclusion. So consider including criteria 
about diversity and inclusion that mea-
sure whether a candidate is “unskilled,” 
“skilled,” or “highly skilled.” Examples of 
questions that you could ask promotion 
candidates to measure skill level include 
the following:
•	 What efforts have you made to identify 

and to eliminate hidden barriers to suc-
cess in our organization?
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•	 What have you observed in our orga-
nization with respect to the benefits of 
diversity and inclusion?

•	 Why is it important for the organization 
to advance diversity and inclusion?

•	 What efforts have you made to develop 
meaningful and productive relation-
ships with colleagues from differ-
ent backgrounds?

•	 Tell me about a time when you achieved 
superior outcomes by incorporating 
divergent perspectives.

•	 Tell me about a time when you engaged 
in behaviors that made a team member 
feel that he or she could be his or her 
true, authentic self at work.

•	 What have you done to mentor and 
sponsor someone in the organization 
who is different from you?

•	 How have you handled a situation when 
a colleague was not accepting of others’ 
diverse backgrounds?

•	 What have you done to further your 
knowledge about diversity and inclu-
sion? How have you demonstrated or 
used what you’ve learned?

•	 What processes have you changed in 
meetings to be more inclusive of others?

•	 What do you do to foster a “speak-
up” environment?
Promotion evaluation mechanics do mat-

ter. Your organization should use a standard 
review form for each promotion candidate 
that devotes a space to each key criterion. 
In addition, the form should use narra-
tive assessments, such as the “unskilled,” 
“skilled,” and “highly skilled” ratings men-
tioned above, over numerical rating systems 
because different evaluators may use numer-
ical ratings differently. In fact, in one re-
search study, male associates at a Wall Street 
law firm received higher numerical ratings 
in performance reviews than female asso-
ciates even though the women’s narratives 
were as strong or stronger than their male 
counterparts. Promotions at this firm were 
based on the numerical ratings, which un-
fairly advantaged the male attorneys. D. Cas-
sens Weiss, Study Finds Disconnect Between 
Numbers and Narratives in Associate Job Re-
views—But Only for Women, ABA Journal 
(October 26, 2011).

Promotion Candidate Selection
Require submission of a list of every 
remotely eligible person for a promotion 

rather than relying on a mental list, which 
is prone to corruption by implicit biases 
(especially availability bias). Put everyone 
who is remotely eligible on the list for the 
promotion opportunity. Ask, “why not?” 
instead of assuming that someone isn’t 
ready or interested. Women, in particular, 
underestimate their readiness and some-
times automatically take themselves out 
of the running for promotions. Organiza-
tions have been successful in increasing 
how many women hold higher positions by 
tweaking the processes that go into selec-
tion or self-nomination. At the very least, 
require supervisors to recommend two 
people to force them to evaluate the avail-
able candidates comparatively. Requiring 
written justifications for not putting for-
ward a particular candidate can also help 
interrupt bias.

Promotion Decisions
Appoint someone or a group other than the 
promotion candidate-evaluating group to 
review promotion decisions and make sure 
that everyone involved knows that their 
decisions will be reviewed and analyzed for 
evidence of bias. This will help them neu-
tralize any unconscious biases during the 
evaluation process and provide a checks 
and balances system. Just as you would 
select promotion evaluators with differ-
ent social identities, backgrounds, and 
positions to involve in the promotion pro-
cess, to ensure widely various perspectives, 
your organization should select promotion-
decision reviewers with different social 
identities, backgrounds, and positions.

Inclusion Nudges in the 
Legal Profession
Legal organizations intent on getting ahead 
of the curve on diversity and inclusion are 
instituting inclusion nudges. Corporate law 
departments, law firms, and state bar asso-
ciations have joined the movement.

Corporate Law
One global corporate law department 
engaged in introductory training sessions 
on unconscious bias and then held quar-
terly forums on discreet areas of uncon-
scious bias, with the goal of creating tools 
to interrupt bias. The law department 
started with a session on presence dispar-
ity and location bias, which are common 

when teams are dispersed geographically 
and have to interact frequently on tele-
phone calls or videoconference platforms. 
This law department also held forums on 
personality differences, generational diver-
sity, and gender bias. After learning about 
these types of biases, attendees brain-
stormed actions—specifically, changes 
to processes and procedures—that would 
help limit bias. For instance, they created 
a tips sheet to combat gender bias in meet-
ings, which included setting clear ground 
rules for dealing with interruptions dur-
ing meetings, which disproportionately 
affect women.

The law department also embedded 
diversity and inclusion competencies into 
all employees’ job duties and responsi-
bilities so that everyone was contribut-
ing to the department’s efforts to advance 
diversity and inclusion. Additionally, law 
department leaders developed a one-page 
bias interrupter sheet that was attached to 
each employee’s annual evaluation packet 
to remind supervising attorneys about how 
unconscious bias can influence their deci-
sions, which helps try to interrupt any bias 
that might make its way into the process.

Law Firms
Law firms are also creating inclusion 
nudges to combat bias. Goodwin, a global 
50 law firm, has been embedding bias 
interrupters into talent management pro-
cesses. For example, the firm is piloting a 
structured interview process, with ques-
tions tied to core competencies to avoid the 
subjectivity that allows unconscious bias 
to take over. The firm also uses Tableau, an 
interactive data visualization tool, to track 
and understand diversity metrics.

The firm is also working to interrupt 
the bias that can creep into annual eval-
uations. Unconscious bias education and 
tools have been provided to reviewers and 
review committee members. The firm’s 
partner promotion committee engaged 
in a workshop on bias elimination and 
brainstormed the ways that different 
types of cognitive biases might show up 
in decision making. This led to the cre-
ation of a bias interrupter “cheat sheet” for 
the annual promotion process. Addition-
ally, assessment forms have been updated 
to include priming statements at the top 
to remind evaluators to slow down their 
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decision making and watch for the differ-
ent types of cognitive biases that can skew 
evaluations. Senior professionals, who 
have been trained in unconscious bias 
principles, also sit in on the firm’s attorney 
review, partner promotion, and compen-
sation processes to act as “bias disrup-
tors” and call attention to any potential 
biases that might make their way into 
those processes.

Goodwin is also nudging its alloca-
tions process to embed bias interrupters. 
The firm used the “ABA Toolkit for Gen-
der Equity in Partner Compensation” to 
assess the firm’s allocations practices and 
find areas that could be nudged. Based 
on the resulting recommendations, firm 
management is considering developing 
an initiative to diversify pitch and mat-
ter teams; enhancing tracking of data on 
pitch and matter team diversity, client rela-
tionships, and succession; and changing 
the firm’s client origination credit default 
from 100 percent to a selection of drop-
down alternatives.

Finally, the firm is using the Diversity & 
Inclusiveness Maturity Model created by 
the author of this article to assess the firm’s 
culture and initiatives. The Maturity Model 
is designed to make hidden barriers more 
visible, which then allows firms to address 
and eliminate them.

State Bar Associations
Diversity and inclusion have become crit-
ical strategic imperatives for the Minne-
sota State Bar Association (MSBA), which, 
similar to most bar associations, has expe-
rienced declining membership. The MSBA 
leaders view diversity and inclusion as a 
critical pathway for enhancing organi-
zational performance, increasing mem-
bership, and improving the value of bar 
membership. Thus, the bar association has 
made concerted efforts to embed diversity 
and inclusion into all of its processes—staff 
functions, leadership selection, and coun-
cil, committee, and section work. As evi-
dence of its deep commitment, the MSBA 
hired a full-time diversity and inclusion 
director dedicated to making institutional 
changes to advance its diversity and inclu-
sion efforts.

The MSBA’s volunteer leaders have set 
the tone at the top that diversity and inclu-
sion are business imperatives and are 

driving that message through the orga-
nization in various ways. For instance, 
bar leaders and staff engaged in a full 
day of training on diversity, inclusion, 
and unconscious bias and have partici-
pated in follow-up workshops throughout 
the year. Section and committee leaders 
are encouraged to institute diversity and 
inclusion-related goals and action plans. 
In their annual reports, sections and com-
mittees now respond to the following 
question: “What diversity and inclusion 
goals did your section/committee include 
in your 2016–2017 work plan, how did you 
approach these goals, and what was the 
result?” Sections and committees have 
identified goals, ranging from raising 
awareness of a section’s commitment to 
diversity and inclusion and sharing best 
practices, to increasing diversity in lead-
ership, membership, and programming, 
while continuously identifying avenues 
for improvement. One particular commit-
tee is focusing on inclusion and striving to 
engage members from underrepresented 
backgrounds in subcommittees, meet-
ings, and all initiatives. This committee 
has created a robust mentorship program 
to pursue this goal.

The MSBA staff created a “Diversity and 
Inclusion Toolkit” to assist members in 
advancing diversity and inclusion. Staff 
and leadership revised the Qualifications 
and Interests Form used by the Elections 
and Appointments Committee to integrate 
diversity and inclusion by adding the fol-
lowing question:

The MSBA recognizes diversity as a core 
value and defines it as “recognizing the 
power of diversity of persons, view-
points, beliefs, and human understand-
ing.” Explain what makes you a unique 
candidate for this board position (in-
cluding aspects of your background 
that relate to diversity) and how you 
think your uniqueness will add value to 
this board.

Bar leaders examine what they do through 
the lens of diversity and inclusion by ask-
ing, for every council agenda item, whether 
and how it affects the MSBA’s diversity and 
inclusion mission and objectives.

The diversity and inclusion director 
consults with the Minnesota CLE (MCLE) 
staff about how to integrate diversity and 
inclusion into their programming and 

operations better by brainstorming ways 
to collect demographic data about past 
faculty, sharing contact lists and diver-
sity and inclusion resources in an effort 
to support MCLE’s ongoing work in this 
area, and assisting in identifying par-
ticular CLE faculty from diverse back-
grounds, as well as CLE topic areas related 
to diversity.

Additionally, the MSBA revised staff 
evaluations to include the following diver-
sity and inclusion competency: “Contrib-
utes to a positive and inclusive environment 
for all staff and members by striving to 
manage differences with skill and sensitiv-
ity, seeking out and valuing diverse ideas 
and differing points of view, and exhibit-
ing respect for all.”

Conclusion
Each of the organizations discussed above 
is leading their sectors on diversity and 
inclusion—not just because it is the right 
thing to do but also because it a critical 
business imperative. Making structural 
changes, by nudging processes and pro-
cedures, is essential to creating an inclu-
sive environment in which diversity can 
thrive. The legal industry will not make 
any meaningful progress on diversity and 
will remain one of the least diverse profes-
sions unless lawyers and legal staff become 
knowledgeable about unconscious bias and 
then put bias interrupters into place within 
structures and procedures to help people 
limit the effect of their implicit biases.�
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Most judges, arbitrators and mediators firmly believe that they make rational and unbiased 

decisions. But is that belief justified? Science would say this is unlikely.  

Despite our good intentions, everyone has unconscious biases. “Implicit bias is a kind of 

distorting lens that’s a product of both the architecture of our brain and the disparities in our 

society.”3 While we may be aware of our conscious attitudes toward others, we are typically 

clueless when it comes to our unconscious (or implicit) biases.  

Experts believe that the mind’s unconscious is responsible for 80% or more of thought 

processes.4 Yet the conscious mind is simply not capable of perceiving what the unconscious 

is thinking.5 You can be two persons at the same time: a conscious self who firmly believes you 

do not have any bias against others because of their social identities, and an unconscious self 

who harbors stereotypes or biased attitudes that can unknowingly influence decision-making 

and behaviors.6 The good news is that we can interrupt bias by consciously challenging and 

breaking down stereotypes and biases we don’t agree with and implementing other research-

based de-biasing tactics.  

This article will help you recognize your unconscious cognitive biases and provide 

research-based strategies for addressing them. 

 

Why Does It Matter? 

This process is critical to making better decisions in general but indispensable in legal 

adjudications. Our entire system of justice rests on the notion that judges and neutrals act 

impartially.  

As highly educated professionals who are paid to make good (and unbiased) decisions, most 

judges and neutrals are skeptical that their decision-making could be infected by bias. In one 
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study, 97 percent of judges rated themselves as better than the median judge in avoiding racial 

bias.7 Yet, research shows that judges aren’t any less likely than a lay person to have 

unconscious racial bias.8 

Can judges and neutrals act impartially? Or are their decisions riddled with social biases 

and fundamental cognitive errors? If so, what can be done about it?  

 

Addressing Social Biases 

We all have social biases based on people’s social identity groups, like race, gender, class, 

disability, sexual orientation (and more) that can operate consciously or unconsciously.  

Gender bias starts very early. Research has shown that we react differently to babies if we 

know their sex.9 Children of different sexes are often given different toys, clothes, 

opportunities, and messages. These messages have an early impact, causing girls to turn their 

backs on science, technology, engineering, and mathematics (STEM) subjects after grade 

school.10  

They also have a delayed impact both on whom we choose as our neutral and, just as 

importantly, who is available to choose from. The headwinds women face in the legal 

profession are well-documented. The American Bar Association’s 2019 study “Walking Out 

the Door”11 illustrates how female lawyers have a materially different experience practicing 

law, which leads to higher attrition and their under-representation in all areas of legal practice, 

especially at the highest levels. 

While implicit biases can be developed at a very early age, they can also be reinforced by 

the use of language, in particular by the way different vocabulary is used to describe identical 

behaviors demonstrated by men and women. For example, men who are engaged in so-called 

“social bonding behavior” (better known as talking over coffee or a beer) are more likely to be 

seen as “mentoring or rainmaking,” whereas women are seen to be “chatting or gossiping”.12 

Recent articles authored by a federal circuit court judge and two researchers13  as well as by 

a law professor14 outline many of the research-based techniques recommended for judges to 

tackle unconscious bias. These are just as applicable for neutrals. Many are summarized below: 

Awareness:  

• participate in education programs on unconscious bias. 

• take one or more Implicit Association Tests sponsored by Harvard University.15  

• Remind yourself frequently that you have implicit biases. 



 3 

 

Behavioral & Structural Changes:  

• Motivation: Write a personal statement of commitment to making unbiased 
decisions and review it (as well as ethical obligations) before each case.16  

• Cognitive Equilibrium: Optimize your state of mind by reducing cognitive 

overload, taking adequate time for decisions, engaging in meditation and other 
well-being efforts. The goal here is to maximize conscious decision-making and 

minimize reliance on your unconscious. 

• Accountability: If your decisions will be reviewed, that can help reduce implicit 

bias because it makes you more careful. But in situations where decisions aren’t 
appealed, oversight measures are even more critical.  

o Write an opinion (which forces you to reflect more deeply),  

o Issue preliminary rulings and welcome motions for reconsideration,  

o Post a pair of eyes that are looking at you during the adjudication as well as 

decision-making,17 and  
o Audit performance by gathering data on rulings to identify any disparities. 

• Structure: Use checklists,18 spreadsheets,19 and objective criteria to reduce 

subjectivity and ambiguity, where unconscious bias thrives. 

• Exposure:  

o Put up photos of people from underrepresented groups in your office and 

expose yourself to a wider variety of people and cultures in the community.  

o If you’re concerned about in-person events due to COVID, read more about 
people from different backgrounds or watch programs like “Home Sweet 

Home” that depict families from a variety of social identities. 

• Flip it to Test: Engage in perspective-taking by putting yourself in the shoes of the 
various parties.  

o Actively contemplating the feelings and experiences of others, especially 

those in perceived outgroups, can weaken implicit bias.20 

o Also ask yourself if your initial decision would be different if the person in 

question was from a different social identity group. 

 

Types of Unconscious Cognitive Biases 

In addition to social biases, our brains regularly produce glitches, called cognitive biases, 

that can, and often do, interfere with good decision-making. There are too many to address in 

this article, but it is worthwhile learning about a few that can lead to biased decision-making in 

arbitrations and mediations, as how to counter those biases.  

 

Confirmation Bias 
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Confirmation bias is a type of unconscious bias that causes people to pay more attention to 

information that confirms their existing belief system and disregard that which is contradictory. 

Clearly this can harm good decision-making. You can probably think of at least one instance 

when you reached a decision and later realized you dismissed or unintentionally ignored critical 

information that would have led to a different and perhaps better outcome.  

Confirmation bias can be seen as an umbrella term for a number of related biases in 

reasoning including:  

(1) skewed search for evidence – in particular, searching for argument-consistent 

evidence when reviewing pleadings and ignoring contrary evidence; 

(2) biased evaluation of evidence - points that are consistent with a preliminary view 

are not scrutinized as carefully as contradictory evidence; 

(3) distorted recall of evidence - remembering facts which support the initial view 

more easily than facts which contradict. 

Confirmation bias can also skew your evaluations of others’ work and potentially disrupt 

their careers. A research study on confirmation bias conducted in the legal profession reveals 

shocking race-based disparities.21 This study tested whether attorneys unconsciously believe 

African Americans produce inferior written work and that White people are better writers.  

The researchers created a research memo that contained 22 errors (spelling, grammar, 

technical writing, factual, and analytical). The memo was distributed to 60 partners working in 

nearly two dozen law firms who thought they were participating in a “writing analysis study” 

to help young lawyers with their writing skills. All of the participants were told the memo was 

written by a (fictitious) third-year associate named Thomas Meyer who graduated from New 

York University Law School. Half of the participants were told Thomas Meyer was White and 

the other half were told Thomas Meyer was African American. The law firm partners 

participating in the study were asked to give the memo an overall rating from 1 (poorly written) 

to 5 (extremely well written). They were also asked to edit the memo for any mistakes.  

The results indicated strong confirmation bias on the part of the evaluators. African 

American Thomas Meyer’s memo was given an average overall rating of 3.2 out of 5.0, while 

the exact same memo garnered an average rating of 4.1 out of 5.0 for White Thomas Meyer. 

The evaluators found twice as many spelling and grammatical errors for African American 

Thomas Meyer (5.8 out of 7.0) compared to White Thomas Meyer (2.9 out of 7.0). They also 

found more technical and factual errors and made more critical comments with respect to 
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African American Thomas Meyer’s memo. Even more significantly, the researchers found that 

the female and racially/ethnically diverse partners who participated in the study were just as 

likely as white male participants to be more rigorous in examining African American Thomas 

Meyer’s memo (and finding more mistakes), while basically giving White Thomas Meyer a 

pass.22  

The attorneys who participated in this study were probably shocked by the results. That is 

the insidious nature of unconscious bias—people are completely unaware of implicit biases 

they may harbor and how those biases can make their way into their decision-making and 

behaviors. 

How could confirmation bias influence your decisions in arbitrations and mediations? Do 

you overlook critical information because it may seem irrelevant or unimportant (to your 

unconscious)? Is your attention triggered and then hyper-focused by mistakes or aberrations?  

In a workplace situation, this bias can be mitigated by blinding the process - having lawyers 

turn in work assignments anonymously. Legal organizations are fighting bias by blinding many 

of their processes.  

One of the most frequently cited examples of successfully addressing implicit bias by 

blinding the process is demonstrated by actions taken in the 1970s to address under-

representation of women in professional orchestras. Simply installing a screen that hid the 

auditioner’s identity led to an increase of female musicians from 10% to around 35%.23  A more 

recent example involves applications for research projects using the Hubble Telescope. NASA 

saw disparities in who was awarded research time using the telescope with female scientists’ 

applications accepted at a lower rate than male scientists until a blinding process was 

implemented, which eliminated the disparities.24 In yet another study, when academic papers 

were blind peer reviewed, the number of papers written by women accepted for publication 

went up significantly. Not surprisingly there have been calls for blind reviews to become 

standard procedure in relation to Law Review articles.25  

If, as seems likely from the research studies, women are penalized when their name appears 

on a list of potential neutrals, then one way to confront this is to remove all names from the 

proposed list of arbitrators and for the resumes to be standardized and reviewed at face value. 

For example, an institution could identify its list of suitable arbitrators for the dispute, 

standardize the resumes, and remove the names from the list. It could then forward the list to 

counsel for the parties to make their selection. In the event that further research into a preferred 
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candidate was needed, the party could contact the institution to find out the name of the 

arbitrator in order to review his or her publications, published awards, and so on. However, the 

preliminary ‘blind’ process might have prevented at least some of the potential implicit gender 

bias on part of the decision maker. 

 

Attribution Bias 

Another type of unconscious cognitive bias—attribution bias—causes people to make more 

favorable assessments of behaviors and circumstances for those in their “in groups” (by giving 

second chances and the benefit of the doubt) and to judge people in their “out groups” by less 

favorable group stereotypes. A workplace example of this would be firing an employee from a 

social identity group that you may unconsciously perceive as an “outsider” for making a 

mistake but retaining another employee from an “insider” group who makes the same mistake 

and giving them a chance to improve. 

One way to break attribution bias is to start noticing when you give more leeway to some 

people (especially those in groups similar to your own) and ask yourself whether you would do 

the same for people you may unconsciously consider to be different (flip it to test).  

In arbitrations and mediations, it is important to evaluate who you might - even 

unconsciously - view as insiders and outsiders. If you are a former plaintiffs’ lawyer, could you 

be unknowingly giving plaintiffs greater leeway? If you are in a higher socio-economic group, 

could you be over-scrutinizing the credibility of a party or witness from a lower socio-economic 

group?  

Attribution bias can particularly arise in the arbitration hearing room. Arbitration 

practitioners are part of a close-knit community and often neutrals will be familiar with those 

appearing before them. It is likely that neutrals may, unwittingly, give greater weight to 

arguments propounded by counsel who are perceived as significant and established players in 

the market, which can, of course, disadvantage newer participants.  

 

Availability Bias 

Availability bias interferes with good decision-making because it causes people to default 

to “top of mind” information. So, for instance, if you automatically picture a man when asked 

to think of a “leader” and a woman when prompted to think of a “support person,” you may be 
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more uncomfortable when interacting with a female leader or a man in a support position, 

particularly at an unconscious level.  

Availability bias also comes into play when selecting people for opportunities, such as work 

assignments, awards/recognition, or to attend client meetings. In one study26 participants were 

asked to come up with an informal shortlist of three candidates for a male-dominated role. Not 

surprisingly, few women were included. But when asked to add three more people to the list, 

the percentage of women increased quite a bit. The lesson is to challenge people to go beyond 

their initial “top of mind” assessment and extend the shortlist. That is a tactic that could be used 

in selecting lawyers for class-action cases (or simply requiring they fully represent the members 

of the class).  

Another technique is to simply make a list of everyone who could possibly be eligible, 

which takes you past “top of mind” selections. One managing partner of a Midwest firm is 

doing this when he visits regional offices so that he doesn’t spend most of his time with the 

attorneys who pop into his head.  

Changing the automatic and unconscious associations in your brain is another debiasing 

tactic. For instance, a female judge who presides in criminal cases in a jurisdiction where most 

criminal defendants are people of color spends vacation days sitting in the back of courtrooms 

in a neighboring jurisdiction where most criminal defendants are white to try to interrupt her 

availability bias so that she isn’t automatically thinking “criminal” when she encounters 

defendants of color in her courtroom.  

In contentious proceedings, counsel can use the effect of availability bias through deliberate 

selection and repetition of certain incidents in the recitation of background facts, leading the 

decision maker to focus on the “available” information and ignore the suppressed information.  

Being aware of the brain’s tendency to falsely identify a robust course of conduct by joining 

up a number of isolated incidents will assist the decision maker in taking all relevant evidence 

into account in reaching their decision.  The ability to take a step back from the “top of mind” 

information comes from an appreciation of our strong bias towards easily accessible and 

available information. 

 

Anchoring Bias 

Anchoring bias occurs once you have been exposed to a number or value. Your unconscious 

gets stuck on or anchored to that numerical reference point, and that influences a later decision 
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involving a completely different number or value. There have been dozens of studies that 

document this bias but one that is particularly relevant involves 167 U.S. Magistrate Judges 

who were asked at one of their bi-annual conferences to read a fictitious case scenario and make 

an award of damages to the plaintiff.27 Half of the judges were also informed that the defendant 

moved to dismiss because the case didn’t meet the jurisdictional minimum for a diversity case 

of $75,000. The judges who saw the motion awarded an average of $882,000 while the other 

judges awarded an average of $1.249 million. The $75,000 number acted as an anchor, reducing 

the damages award made by the judges who saw it. 

How can you counter anchoring bias? Studies show that anchoring bias is robust and 

powerful. Eliminating it entirely probably isn’t possible. But that doesn’t mean that neutrals 

shouldn’t try since it causes biased decisions and outcomes. Some of the suggested tactics 

include:  

• Consciously and actively challenge the basis for any anchor presented in the case.28 

Explicitly ask if the anchor is wrong – either over- or under-inflated. Look at 

awards in previous cases with similar facts and determine if the parties’ estimates 

are reasonable or not. If not, consciously counter-argue and debunk the number, 

which might help break your gravitation to that reference point.  

• Consider how you could keep anchors out of the process in the first instance. Can 

you prohibit litigants from mentioning numbers that might operate as anchors? 

 

Affinity Bias 

The adverse effects of many of these cognitive biases can be compounded by affinity bias, 

which is the tendency to gravitate toward and develop relationships with people who are more 

like ourselves and share similar interests and backgrounds. This bias could cause mediators and 

arbitrators to feel more comfortable with parties, advocates, witnesses, experts, and co-panelists 

who are within their own affinity group, whether it is based on social identities such as age, 

race, class, gender, etc. or on role, such as previously serving as plaintiffs’ or defense counsel.  

How can affinity bias affect decisions in mediations and arbitrations? Obviously, feeling 

more akin to a party, witness, expert, or lawyer based on affinity bias might lead to differing 

perceptions of credibility. Are you actively and consciously trying to uncover any affinities or 

affiliations you may have with and working to counter-steer away from the cognitive bias those 

affinities might trigger? 
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Simply reminding yourself about the impact of affinity bias might lessen any impact on 

parties or lawyers you unconsciously view as being in “out-groups.” A series of research studies 

analyzing foul calls in NBA games demonstrates the powerful impact of simply being aware 

of affinity bias. In the first of three studies examining data from 13 seasons (1991–2004), 

researchers discovered that referees called more fouls against players who were not the same 

race as the referee, and these disparities were large enough to affect the outcomes in some 

games.29 Based on a number of studies documenting the existence of “in group” or affinity bias 

in other realms, the researchers inferred that the differential in called fouls was mostly 

happening on an unconscious level.  

The findings of the first study, released in 2007, were criticized by the NBA, resulting in 

extensive media coverage. The researchers subsequently conducted two additional studies—

one using data from basketball seasons before the media coverage (2003–06) and the other 

focusing on the seasons after the publicity (2007–10). The results were striking. In the seasons 

before referees became aware they were calling fouls disparately the researchers replicated the 

findings from the initial study. Yet after the widespread publicity, there were no appreciable 

disparities in foul-calling.  

The lesson to be learned from this research is that paying attention to your own affinity bias 

and auditing your behaviors can help you interrupt this type of implicit bias.   

There is another very compelling reason to interrupt affinity bias. Research shows that 

diversity leads to better decision-making. Being exposed to others who are socially different 

(outside our affinity groups) causes us, as individuals, to work harder cognitively, thereby 

making better, more accurate decisions.  

There have been multiple studies documenting this effect.30 One study31 looked at the value 

of cognitive diversity in solving problems. Teams were given the task of solving a murder 

mystery. They were given plenty of complex material to assimilate, including alibis, witness 

statements, list of suspects, forensics and so on. In half the cases the groups were composed of 

four friends, the other half were composed of three friends and a stranger. This stranger was 

selected from social media profiles as someone with a different perspective than the others on 

the team. The teams with an outsider performed much better than the other teams.  They got 

the right answer 75% of the time compared with 54% from those in the other group and 44% 

for individuals working alone. But note one important issue, participants in the two groups had 

very different experiences of the task. Those in diverse teams found the discussion cognitively 
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demanding. There was plenty of debate and disagreement because different perspectives were 

aired; they got to the right decisions, but they were not wholly certain about the decision they 

reached. Yet the homogeneous teams’ experiences were very different. They found the session 

more agreeable because they spent most of the time agreeing with each other.  They were 

mirroring each other's perspective and although they were more likely to be wrong, they were 

far more confident about being right. They were not challenged on their blind spots so didn't 

get a chance to see them. They were not exposed to other perspectives so became more certain 

of their own. This is the danger with homogenous groups:  they are more likely to form 

judgments that, in the words of the study, “combine excessive confidence with grave error.”  

This dynamic should prompt greater diversity in adjudication panels. But that begs the 

question of whether the legal profession is doing the work necessary to create the broadest 

pools of candidates from which to select for appointments? 

According to several national research studies,32 there are hidden barriers to success in most 

legal organizations for lawyers in already under-represented groups (female, LGBTQ, 

racially/ethnically diverse, or those with disabilities). Attorneys in these groups are 

disproportionately excluded from opportunities that are critically important, such as 

networking (formal and informal), insider information, access to decision-makers, mentors and 

sponsors, training and development, high profile work assignments, feedback, social 

integration, client contact, and promotions. These opportunities are shared unevenly by those 

with power and influence in legal organizations, often without realizing it.  

A 2018 study by the American Bar Association and the Minority Corporate Counsel Association33 

reveals how the hidden barriers are impacting lawyers in underrepresented groups and causing them 

to have materially different experiences in law firms, with female attorneys of color consistently facing 

the highest rates of exclusion: 

 
Hidden Barrier White Men White 

Women 
Men of 
Color 

Women of 
Color 

Socially isolated 28% 36% 34% 39% 

Have good mentors 68% 63% 61% 57% 

Have equal access to networking 
opportunities 

82% 57% 62% 56% 

Have equal access to business 
development opportunities 

78% 60% 60% 56% 

Have equal opportunities for high 
quality work assignments 

81% 63% 59% 53% 
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Do more administrative tasks than 
colleagues 

26% 47% 20% 44% 

Don’t get constructive feedback 21% 26% 40% 35% 

Have fair opportunities for 
promotions 

75% 58% 62% 52% 

Paid less than colleagues with 
similar qualifications & experience 

36% 60% 44% 67% 

Certainly, hard work and technical skill are the foundation for career progress, but without 

equitable access to these opportunities, attorneys are far less likely to advance and gain the 

credentials necessary for selection as neutrals.  

While conscious bias can certainly play a role, experts point to unconscious affinity bias as 

the major cause of these hidden barriers to success. When senior lawyers (the vast majority of 

whom are white and male) gravitate toward and share more opportunities with others like 

themselves, they unwittingly leave out lawyers from underrepresented groups. Addressing bias 

in the legal profession and the lack of diversity among arbitrators and mediators has to account 

for the role affinity bias plays.  

 

Conclusion 

Bias must be addressed by mediators and arbitrators who, like everyone else, have 

conscious and unconscious social as well as cognitive biases. The fact that we have 

unconscious, unintentional biases, in particular, does not make us bad or flawed; it is just a 

reality of how our brains operate. Becoming aware of your implicit biases is necessary but not 

enough. If you want to live up to your personal commitment and ethical obligations to make 

unbiased decisions, you have to do the work to uncover your implicit biases and engage in 

behavioral and structural changes to interrupt or at least limit those biases. 

So now, ask yourself, are you up to this challenge? 
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